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Lecture 9. The reflection and refraction

of light
Rays and wave fronts

Light is a very complex phenomenon, but in many situations its behavior can be understood with a simple model based on rays and wave fronts. A ray is a thin beam of light that travels in a straight line. A wave front is the line (not necessarily straight) or surface connecting all the light that left a source at the same time. For a source like the Sun, rays radiate out in all directions; the wave fronts are spheres centered on the Sun. If the source is a long way away, the wave fronts can be treated as parallel lines. 

Rays and wave fronts can generally be used to represent light when the light is interacting with objects that are much larger than the wavelength of light, which is about 500 nm. In particular, we'll use rays and wave fronts to analyze how light interacts with mirrors and lenses. 
The law of reflection

Objects can be seen by the light they emit, or, more often, by the light they reflect. Reflected light obeys the law of reflection, that the angle of reflection equals the angle of incidence. 
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Figure 9.1- Law of reflection: θr=θi
For objects such as mirrors, with surfaces so smooth that any hills or valleys on the surface are smaller than the wavelength of light, the law of reflection applies on a large scale. All the light travelling in one direction and reflecting from the mirror is reflected in one direction; reflection from such objects is known as specular reflection. 

Most objects exhibit diffuse reflection, with light being reflected in all directions. All objects obey the law of reflection on a microscopic level, but if the irregularities on the surface of an object are larger than the wavelength of light, which is usually the case, the light reflects off in all directions. 
Refraction

When we talk about the speed of light, we're usually talking about the speed of light in a vacuum, which is 3·108 m/s. When light travels through something else, such as glass, diamond, or plastic, it travels at a different speed. The speed of light in a given material is related to a quantity called the index of refraction n, which is defined as the ratio of the speed of light in vacuum to the speed of light in the medium: 
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When light travels from one medium to another, the speed changes, as does the wavelength. The index of refraction can also be stated in terms of wavelength: 
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where λ is the wavelength in vacuum and  λm is the wavelength in the medium. 
Although the speed changes and wavelength changes, the frequency of the light will be constant. The frequency, wavelength, and speed are related by 

                                              υ = λ ∙ V  .                                                      (9.3)
The change in speed that occurs when light passes from one medium to another is responsible for the bending of light, or refraction, that takes place at an interface. If light is travelling from medium 1 into medium 2 (Fig. 9.2), and angles are measured from the normal to the interface, the angle of transmission of the light into the second medium is related to the angle of incidence by Snell's law: 
                  n1sinθ1=n2 sinθ2   or, equivalently, sinθ1/sinθ2=Y1/Y2.
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Figure 9.2
Total internal reflection
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Figure 9.3
When light crosses an interface into a medium with a higher index of refraction, the light bends towards the normal. Conversely, light traveling across an interface from higher to lower index of refraction will bend away from the normal. This has an interesting implication: at some angle, known as the critical angle, light travelling from a medium with higher n to a medium with lower n will be refracted at 90°; in other words, refracted along the interface. If the light hits the interface at any angle larger than this critical angle, it will not pass through to the second medium at all. Instead, all of it will be reflected back into the first medium, a process known as total internal reflection. 

The critical angle can be found from Snell's law, putting in an angle of 90° for the angle of the refracted ray. This gives: 
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For any angle of incidence larger than the critical angle, Snell's law will not be able to be solved for the angle of refraction, because it will show that the refracted angle has a sine larger than 1, which is not possible. In that case all the light is totally reflected off the interface, obeying the law of reflection. 

Optical fibers are based entirely on this principle of total internal reflection. An optical fiber is a flexible strand of glass. A fiber optic cable is usually made up of many of these strands, each carrying a signal made up of pulses of laser light. The light travels along the optical fiber, reflecting off the walls of the fiber. With a straight or smoothly bending fiber, the light will hit the wall at an angle higher than the critical angle and will all be reflected back into the fiber. Even though the light undergoes a large number of reflections when traveling along a fiber, no light is lost. 
Depth perception

Because light is refracted at interfaces, objects you see across an interface appear to be shifted relative to where they really are. If you look straight down at an object at the bottom of a glass of water, for example, it looks closer to you than it really is. Looking perpendicular to an interface, the apparent depth is related to the actual depth by 
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Same laws of reflection take place:

-angle of reflection β of rays from the boundary of both media is equal to the angle of incidence α. 

-an incident and reflected ray lie in one plane.
-the relation of the sine of angle of incidence α to the sine of angle of refraction γ is equal to the relation of velocity of light in the first medium (where the light emerges from) and the velocity of light in the second medium (where the light travels to)
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If we take vacuum as first medium in which the velocity of light is equal to c0, the relation
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is called absolute refractive index of the given medium. According to the absolute refractive indexes of these two media
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and 
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we can find their relative refractive index
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When light passes from more refractive medium to a less refractive medium
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the angle of refraction γ will be greater than the angle of incidence α. With an increase of α, in case of
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we can obtain
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i.e. the refracted ray will slide along the boundary surface of these media.

The angle that satisfies the condition
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where 
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 is called critical angle. When 
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 the incident ray is partially reflected, passes partially into the second medium, undergoing refraction; when 
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 the ray is not refracted, but is completely reflected back into the first medium. This phenomenon of total internal reflection is used, for example, in glass deviating prisms which substitute metal mirrors, with success. Light waves of different wavelengths propagate in vacuum with equal velocities
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Dispersion

Dispersion is called the dependence of propagation velocity of these waves on the oscillation frequency or wavelength. Dispersion of a substance is determined by the function
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Although we talk about an index of refraction for a particular material, that is really an average value. The index of refraction actually depends on the frequency of light (or, equivalently, the wavelength). For visible light, light of different colors means light of different wavelength. Red light has a wavelength of about 700 nm, while violet, at the other end of the visible spectrum, has a wavelength of about 400 nm. 

This doesn't mean that all violet light is at 400 nm. There are different shades of violet, so violet light actually covers a range of wavelengths near 400 nm. Likewise, all the different shades of red light cover a range near 700 nm. 

Because the refractive index depends on the wavelength, light of different colors (i.e., wavelengths) travels at different speeds in a particular material, so they will be refracted through slightly different angles inside the material. This is called dispersion, because light is dispersed into colors by the material. 

When you see a rainbow in the sky, you're seeing something produced by dispersion and internal reflection of light in water droplets in the atmosphere. Light from the Sun enters a spherical raindrop, and the different colors are refracted at different angles, reflected off the back of the drop, and then bent again when they emerge from the drop. The different colors, which were all combined in white light, are now dispersed and travel in slightly different directions. You see red light coming from water droplets higher in the sky than violet light. The other colors are found between these, making a rainbow. 

Rainbows are usually seen as half circles. If you were in a plane or on a very tall building or mountain, however, you could see a complete circle. In double rainbows the second, dimmer, band, which is higher in the sky than the first, comes from light reflected twice inside a raindrop. This reverses the order of the colors in the second band. 
Lecture 10. Light and other electromagnetic waves
Optics is a part of physics that studies the electromagnetic waves of optical range. Physics uses two conceptions of the nature of light in order to explain light phenomenon. According to the wave theory light emission represents electromagnetic waves. The wave varies between:
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According to the photon theory light emission is a flux of special particles. These particles are called photons. Each photon posses definite energy
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where h is Plank’s constant (h = 6,63.10-34 J.s). In opinion of modern physics theories are correct both. The laws of propagation of light reflection, refraction, interference, diffraction are explained by the wave theory. The photon theory helps to explain the laws of interaction between light and substance.

An electromagnetic wave can be created by accelerating charges; moving charges back and forth will produce oscillating electric and magnetic fields, and these travel at the speed of light. It would really be more accurate to call the speed "the speed of an electromagnetic wave", because light is just one example of an electromagnetic wave. Velocity of light in vacuum c = 3·108 m/s. 

As we'll go into later in the course when we get to relativity, c is the ultimate speed limit in the universe. Nothing can travel faster than light in a vacuum. 

There is a wonderful connection between the velocity of light in a vacuum, and the constants that appeared in the electricity and magnetism equations, the permittivity of free space and the permeability of free space. James Clerk Maxwell, who showed that all of electricity and magnetism could be boiled down to four basic equations, also worked out that 
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This clearly shows the link between optics, electricity, and magnetism. Physics uses two conceptions of the nature of light in order to explain light phenomena: according to the corpuscular theory light emission is a flux of special particles - photons.

An original dualism of wave and corpuscular can be observed in light phenomena. However, these two properties are interconnected: the oscillation frequency that is inherent in the light wave determines the energy
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where 
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 is Planck’s constant, c - velocity of light.

The electromagnetic wave is a propagation of interconnected electric and magnetic fields. Two vectors 
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 are perpendicular to each other, and in addition, they are perpendicular to the direction of wave propagation.

Let us assume that at point A the vector 
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then at point A, that is away from A by distance x its value will be
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where ω - angular frequency 
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; T – period; λ – wave-length; c - velocity of wave propagation. The velocity of propagation of electromagnetic waves in vacuum is one of the most important constants and is equal to
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Visible radiation (light) includes wave-lights from 0.390 to 0.770 microns (μ). A wider range of wave-lengths from 0.10 to 0.340 μ, including also ultraviolet and infrared regions, is called optical radiation.

The electromagnetic wave carries energy: a unit volume of medium, with electric and magnetic fields, contains energy that is equal to
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The density of radiation I is equal to
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Incident radiation on a body surface exerts pressure on it. If the radiation is fully absorbed by the body, the pressure exerted by the radiation is equal to
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If a certain part of the radiant flux 
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 is reflected (ρ - is reflection factor) the light pressure is
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Creating an electromagnetic wave

We've already learned how moving charges (currents) produce magnetic fields. A constant current produces a constant magnetic field, while a changing current produces a changing field. We can go the other way, and use a magnetic field to produce a current, as long as the magnetic field is changing. This is what induced emf is all about. A steadily-changing magnetic field can induce a constant voltage, while an oscillating magnetic field can induce an oscillating voltage. Focus on these two facts: 

- an oscillating electric field generates an oscillating magnetic field; 
- an oscillating magnetic field generates an oscillating electric field. 

Those two points are key to understanding electromagnetic waves. 

An electromagnetic wave (such as a radio wave) propagates outwards from the source (an antenna, perhaps) at the speed of light. What this means in practice is that the source has created oscillating electric and magnetic fields, perpendicular to each other, that travel away from the source. The E and B fields, being perpendicular to each other, are perpendicular to the direction the wave travels, meaning that an electromagnetic wave is a transverse wave. The energy of the wave is stored in the electric and magnetic fields. 
Properties of electromagnetic waves

Something interesting about light, and electromagnetic waves in general, is that no medium is required for the wave to travel through. Other waves, such as sound waves, can not travel through a vacuum. An electromagnetic wave is perfectly happy to do that. 

An electromagnetic wave, although it carries no mass, does carry energy. It also has momentum, and can exert pressure (known as radiation pressure). The reason tails of comets point away from the Sun is the radiation pressure exerted on the tail by the light (and other forms of radiation) from the Sun. 

The energy carried by an electromagnetic wave is proportional to the frequency of the wave. The wavelength and frequency of the wave are connected with the speed of light: 
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Electromagnetic waves are split into different categories based on their frequency (or, equivalently, on their wavelength). In other words, we split up the electromagnetic spectrum based on frequency. Visible light, for example, ranges from violet to red. Violet light has a wavelength of 400 nm, and a frequency of 7.5∙1014 Hz. Red light has a wavelength of 700 nm, and a frequency of 4.3∙1014 Hz. Any electromagnetic wave with a frequency (or wavelength) between those extremes can be seen by humans. 

Visible light makes up a very small part of the full electromagnetic spectrum. Electromagnetic waves that are of higher energy than visible light (higher frequency, shorter wavelength) include ultraviolet light, X-rays and gamma rays. Lower energy waves (lower frequency, longer wavelength) include infrared light, microwaves, and radio and television waves. 
Energy OF electromagnetic wave

The energy of electromagnetic wave is tied up in the electric and magnetic fields. In general, the energy per unit volume in an electric field is given by 
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In a magnetic field, the energy per unit volume is 
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An electromagnetic wave has both electric and magnetic fields, so the total energy density associated with an electromagnetic wave is 
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It turns out that for an electromagnetic wave, the energy associated with the electric field is equal to the energy associated with the magnetic field, so the energy density can be written in terms of just one or the other: 
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This also implies that in an electromagnetic wave
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A more common way to handle the energy is to look at how much energy is carried by the wave from one place to another. A good measure of this is the intensity of the wave, which is the power that passes perpendicularly through an area divided by the area. The intensity J and the energy density are related by a factor of c 

                          
[image: image57.wmf]0

2

2

0

0

2

2

0

2

2

m

e

m

e

cB

E

c

cB

E

c

w

c

J

=

=

+

=

×

=

.             (10.20)
Generally, it's most useful to use the average power or average intensity, of the wave. To find the average values, you have to use some average for the electric field E and the magnetic field B. The root mean square (rms) averages are used; the relationship between the peak and rms values is: 
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Lecture 11. Interference of Light
The wave nature of light

When we discussed the reflection and refraction of light, light was interacting with mirrors and lenses. These objects are much larger than the wavelength of light, so the analysis can be done using geometrical optics, a simple model that uses rays and wave fronts. In this chapter we'll need a more sophisticated model, physical optics, which treats light as a wave. The wave properties of light are important in understanding how light interacts with objects such as narrow openings or thin films that are about the size of the wavelength of light. 

Linear superposition

Because physical optics deals with light as a wave, it is helpful to have a quick review of waves. The principle of linear superposition is particularly important. 
When two or more waves come together, they will interfere with each other. This interference may be constructive or destructive. If you take two waves and bring them together, they will add wherever a peak from one matches a peak from the other. That's constructive interference. Wherever a peak from one wave matches a trough in another wave, however, they will cancel each other out (or partially cancel, if the amplitudes are different); that's destructive interference. 

The most interesting cases of interference usually involve identical waves, with the same amplitude and wavelength, coming together. Consider the case of just two waves, although we can generalize to more than two. If these two waves come from the same source, or from sources that are emitting waves in phase, then the waves will interfere constructively at a certain point if the distance traveled by one wave is the same as, or differs by an integral number of wavelengths from, the path length traveled by the second wave. For the waves to interfere destructively, the path lengths must differ by an integral number of wavelengths plus half a wavelength. 
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Young's double slit

Light, because of its wave properties, will show constructive and destructive interference. This was first shown in 1801 by Thomas Young, who sent sunlight through two narrow slits and showed that an interference pattern could be seen on a screen placed behind the two slits. The interference pattern was a set of alternating bright and dark lines, corresponding to where the light from one slit was alternately constructively and destructively interfering with the light from the second slit. 

You might think it would be easier to simply set up two light sources and look at their interference pattern, but the phase relationship between the waves is critically important, and two sources tend to have a randomly varying phase relationship. With a single source shining on two slits, the relative phase of the light emitted from the two slits is kept constant. 

This makes use of Huygen's principle, the idea that each point on a wave can be considered to be a source of secondary waves. Applying this to the two slits, each slit acts as a source of light of the same wavelength, with the light from the two slits interfering constructively or destructively to produce an interference pattern of bright and dark lines. 
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Figure 11.1

This pattern of bright and dark lines is known as a fringe pattern, and is easy to see on a screen. The bright fringe in the middle is caused by light from the two slits traveling the same distance to the screen; this is known as the zero-order fringe. The dark fringes on either side of the zero-order fringe are caused by light from one slit traveling half a wavelength further than light from the other slit. These are followed by the first-order fringes (one on each side of the zero-order fringe), caused by light from one slit traveling a wavelength further than light from the other slit, and so on. 
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Figure 11.2

The diagram above shows the geometry for the fringe pattern. For two slits separated by a distance d, and emitting light at a particular wavelength, light will constructively interfere at certain angles. These angles are found by applying the condition for constructive interference, which in this case becomes: 
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The angles at which dark fringes occur can be found be applying the condition for destructive interference: 
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If the interference pattern was being viewed on a screen a distance L from the slits, the wavelength can be found from the equation: 
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where y is the distance from the center of the interference pattern to the m-th bright line in the pattern. That applies as long as the angle is small (i.e., y must be small compared to L). 
A superposition of two or more light waves having equal periods resulting increase or decrease of the amplitude of the summed up waves in different points of space is called interference. This phenomenon is the cause of alternative bright and dark regions. Their equations are
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The amplitude of the resultant wave: 
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The wave intensity of light
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In points where 
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if                           
[image: image73.wmf]0

)

cos(

1

2

<

-

j

j

,    
[image: image74.wmf]2

1

I

I

I

+

<

  
and resulting intensity is minimum.

If                                               I1 = I2 = I ,

then                                    Imax = 4I ,  Imin = 0.

If at any point of space the wave difference of phases doesn’t vary within the time these sources are called coherent: ( φ2 – φ1 ) = const. The coherent waves may be receive if separate wave into two parts. These waves pass different paths from the point of separation to the point of interference. 

If division of light wave takes place in two parts, then the first wave posses the way l1 in the medium with index of refraction n1 and the second wave posses the way l2 in the medium with index of refraction n2. In P point the first wave stimulates the oscillations
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the second wave -
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where 
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 Different of phase in P point equals
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where L= l . n is called the optical path; Δ=L2 – L1 is optical path difference. Therefore if
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where m​ = 0, 1, 2, … , the oscillations in the P point are in the same phase and the resulting oscillation is maximum.

If 
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the oscillations in the P point are in contrary phase and the resulting oscillation is minimum. 

Let us examine a simple case of interference of monochromatic waves from two sources. In fig.11.1 Thomas – Young’s experiment is shown.
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Figure 11.1- Thomas – Young’s experiment: S1 and S2 are the point coherent sources. Rays from S1 and S2 are combined at point P. Actually L>>d. P point is arbitrary of any point on the screen. d is a distance between light sources. l1 and l2 are ways of two rays. These rays arrive to P point and are added being in different phases. 

There are two cases.

1. The two rays arrive to P point are in the same phase. To have a maximum at P point the way difference must be equal to an even number of λ/2 :
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where m = 0, 1, 2, 3 …,  Δ  is called the optical path difference. 

2. To have minimum at P point two rays must have the opposite phases. The resulting amplitude equals zero. This case occurs on condition:
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Thus Δ must be equal to any odd number of half of wavelength. A fundamental requirement for the existence of well – defined interference on screen is that the light waves that travel from S1 and S2 to any P point must have a phase difference φ2 – φ1 that remains constant with time. Let us find the l2 – l1. We obtain from right-hand triangles:
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Since dividing (11.18) by 2L we have

                                                      
[image: image89.wmf]L

d

x

×

=

D

,                                   (11.20)
where x is the distance between O and an arbitrary P point. Thus conditions (11.14) and (11.15) may be rewritten as:
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The distance between two nearest maximums can be determined as
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Lecture 12. Diffraction of Light

If opaque bodies or screens with apertures are present in the path of a light wave, then a shadow zone forms in back of these bodies. The light wave penetrates the zone of geometrical shadow, with alternating maxima and minima of illumination occurring on the boundary between the light and shadow zone, rich testify to a certain redistribution of luminous energy on this boundary. This enveloping by the light wave of opaque bodies is called diffraction of a wave.
Diffraction phenomena can be explained by Huygen’s principle. According to this principle, each point of a light wave front at a given instant of time can be considered as an independent source of elementary wave.

Let us examine simple cases of diffraction, where elementary reasoning and calculations can be used.

1.  Diffraction of a plane wave from a straight slit.

When a plane wave falls perpendicular on a slit all points of wave front A-B vibrate is one phase. Therefore the rays collected by the lens at point O, interfering with each other, reinforce mutually and a maximum intensity of illumination will result at this point. At another point O1, where the rays emitting from various points of the slit at angle 
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 to the principal direction O-O, will collect, the result of interference will be different. Parallel rays, collected by the lens at a certain point have between them the same phase difference which they possessed before the lens in any plane perpendicular to these rays. Consequently, if in the plane AB all points of the wave front vibrate in one phase, and then the emitted rays, collecting at the point O, will also have identical phases. In rays that emerge from a slit at angle 
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 the phases at point O1 will be the same as those at the plane BC perpendicular to these rays.
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Let us denote the path difference between the marginal rays of the pencil that collects at point O1 by Δ. Evidently
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where b is the width of slit. Let us assume
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Then the pencil of rays examined at angle 
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 can be divided into two portions, or as otherwise termed zones, each ray i of the upper zone will be lagging by 
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 from the respective ray j of the lower zone, hence, at point O1 they will “cancel” each other. Thus, at angle
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a mutual cancellation occurs of rays that passed through the slit and collected at point O1.

Such division of the pencil of rays or light wave into portions, which cancel each other in interference, is called division into Frenel zones. It can be shown that in directions where 
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 is equal to zero or an add number of 
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 and, consequently, the pencil of light consists of an odd number of Frenel zones (1, 3, 5, etc.) bright fringes result on the screen, and in directions where 
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 is equal to an even number of 
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 and, consequently, the pencil of light divides by an even number of mutually canceling zones dark fringes result on the screen. In intermediate directions the illumination of the screen will evidently undergo a gradual change from zero to corresponding maxima. Since the angles 
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 are very small, then 
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minimum conditions – at angles
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The narrower the slit the farther will the maxima be from each other.

Diffraction is the bending of waves that occurs when a wave passes through a single narrow opening. The analysis of the resulting diffraction pattern from a single slit is similar to what we did for the double slit. With the double slit, each slit acted as an emitter of waves, and these waves interfered with each other. For the single slit, each part of the slit can be thought of as an emitter of waves, and all these waves interfere to produce the interference pattern we call the diffraction pattern. 
Diffraction of Light at a single slit

After we do the analysis, we'll find that the equation that gives the angles at which fringes appear for a single slit is very similar to the one for the double slit, one obvious difference being that the slit width (W) is used in place of d, the distance between slits. A big difference between the single and double slits, however, is that the equation that gives the bright fringes for the double slit gives dark fringes for the single slit. 

To see why this is, consider the diagram below, showing light going away from the slit in one particular direction. 
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Figure 12.1
In the diagram above, let's say that the light leaving the edge of the slit (ray 1) arrives at the screen half a wavelength out of phase with the light leaving the middle of the slit (ray 5). These two rays would interfere destructively, as would rays 2 and 6, 3 and 7, and 4 and 8. In other words, the light from one half of the opening cancels out the light from the other half. The rays are half a wavelength out of phase because of the extra path length traveled by one ray; in this case that extra distance is: 
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The factors of 2 cancel, leaving
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The argument can be extended to show that
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, m = 0,1,2,3,…                               (12.8) The bright fringes fall between the dark ones, with the central bright fringe being twice as wide, and considerably brighter, than the rest. 
The bending of light around obstacles is called the diffraction The phenomenon of diffraction can be explained by a Huygen-Fresnel’s principle: all points of a wave front can be considered as coherent point sources for the production of spherical secondary waves; the intensity of light wave is the result of the interference of secondary waves from coherent wave front points sources.

The diffraction of spherical waves is called the Fresnel’s diffraction; the diffraction of the plane waves is called the Fraungofer’s diffraction.

Fresnel decided the problem of straight line spreading of light. The Fresnel’s method contain the next construction ( Fig.12.2): 
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Figure 12.2
According the Huygens-Fresnel’s principle let substitute the light source S by the secondary sources on the wave front Ф. Fresnel divide the wave front on the ringer zones in such a manner, that the distances from the border of zones to the P point differ on the λ/2:
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I, II, III - Fresnel’s zones. As oscillating amplitudes of neighboring zones are in opposite phases the resulting amplitude in P point equals:
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where Am –amplitude of oscillation stimulated by m-th zone.

For the estimation of this amplitudes let’s define the area and radius of Fresnel’s zones. Let’s consider the Fig. 12.3.
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Figure 12.3
S – is the point source of light, a – is the distance from S to the wave front, P – is the point on the screen, d – is the distance from wave front to P, m – the number of Fresnel’s zone ( m=1, 2, 3, …), rm – is the  radius of a zone of Fresnel
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according to construction of Fresnel. From triangles we have got
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Area of segment:
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The area of a zone doesn’t depend upon m (i.e. its number). The effect of Fresnel’s zones in P point decreases if the m increases. The radius of Fresnel’s zones is small and the amplitude of m-th Fresnel’s zone can be determined as:
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So members in brackets are equal to zero and finally we obtain:
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Thus the effect of wave front Ф may be substituted by the effect of the central Fresnel’s zone. As the radius of Fresnel’s zones is so small that the light spread inside narrow canel along SP line.

Diffraction of Light at an  Aperture

If a screen with an aperture is present in the path of light wave then the shadow zone forms in the back of this screen.


[image: image127.png]



Figure 12.4
However light penetrates the zone of geometrical shadow and forms alternative maximum and minimum. Now we should consider the diffraction of light when it passes through around aperture. Let us divide a wave front into the ring zones as it is shown in Fig. 12.5. 
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Figure 12.5
If a and b to meet the requirement


[image: image129.wmf]l

m

b

a

ab

r

+

=

0

,
then the quantity of Fresnel’s zones on the aperture:
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If an aperture keeps within odd numbers of Fresnel’s zones, then
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If quantities of Fresnel’s zones are even numbers, the amplitude equals
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as amplitudes of two neighboring zones are practically equal, so
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The general rule is the following: there is a bright spot at the centre of a screen, if the odd numbers of Fresnel’s zones are open; there is a dark spot at the centre of screen if the even numbers of Fresnel’s zones are open. Zones turn out in pairs with each other: 

                                                         Odd                                                                                                                                                             
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Figure 12.6
Diffraction effects with a double slit

Note that diffraction can be observed in a double-slit interference pattern. Essentially, this is because each slit emits a diffraction pattern, and the diffraction patterns interfere with each other. The shape of the diffraction pattern is determined by the width (W) of the slits, while the shape of the interference pattern is determined by d, the distance between the slits. If W is much larger than d, the pattern will be dominated by interference effects; if W and d are about the same size the two effects will contribute equally to the fringe pattern. Generally what you see is a fringe pattern that has missing interference fringes; these fall at places where dark fringes occur in the diffraction pattern. 
Diffraction gratings

We've talked about what happens when light encounters a single slit (diffraction) and what happens when light hits a double slit (interference); what happens when light encounters an entire array of identical, equally-spaced slits? Such an array is known as a diffraction grating. The name is a bit misleading, because the structure in the pattern observed is dominated by interference effects. 

With a double slit, the interference pattern is made up of wide peaks where constructive interference takes place. As more slits are added, the peaks in the pattern become sharper and narrower. With a large number of slits, the peaks are very sharp. The positions of the peaks, which come from the constructive interference between light coming from each slit, are found at the same angles as the peaks for the double slit; only the sharpness is affected. Angles θ at which constructive interference occurs
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Why is the pattern much sharper? In the double slit, between each peak of constructive interference is a single location where destructive interference takes place. Between the central peak (m = 0) and the next one (m = 1), there is a place where one wave travels 1/2 a wavelength further than the other, and that's where destructive interference takes place. For three slits, however, there are two places where destructive interference takes place. One is located at the point where the path lengths differ by 1/3 of a wavelength, while the other is at the place where the path lengths differ by 2/3 of a wavelength. For 4 slits, there are three places, for 5 slits there are four places, etc. Completely constructive interference, however, takes place only when the path lengths differ by an integral number of wavelengths. For a diffraction grating, then, with a large number of slits, the pattern is sharp because of all the destructive interference taking place between the bright peaks where constructive interference takes place. 

Diffraction gratings, like prisms, disperse white light into individual colors. If the grating spacing (d, the distance between slits) is known and careful measurements are made of the angles at which light of a particular color occurs in the interference pattern, the wavelength of the light can be calculated. 
A system of N parallel equidistant slits is called a diffraction grating. Opaque and transparent areas alternate with each other as it is shown in Fig 12.9.
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Figure 12.9
A typical granting contains 12000 slits per inch (2.54 cm).
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Two events occur if the parallel beams of light fall on the granting. The first is the diffraction of light at the each of N slits, and the second is an interference of these rays between them. The diffraction model presents a central principal maximum and so-called secondary maximum (Fig. 12.10).
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Figure 12.10
Devices supplied with gratings are used for determination of light wavelength. In order to distinguish light waves the principal maxima formed by the grading should be as narrow as possible. One may say that the grating should have a high resolving power R:
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where λ – is the mean wavelength of two spectrum lines to be observed as separate, Δ λ – is the wave length difference between them. The greater is R the smaller is Δ λ and the closer the lines that can be resolved.

X-ray Diffraction

Things that look a lot like diffraction gratings, orderly arrays of equally-spaced objects, are found in nature; these are crystals. Many solid materials (salt, diamond, graphite, metals, etc.) have a crystal structure, in which the atoms are arranged in a repeating, orderly, 3-dimensional pattern. This is a lot like a diffraction grating, only a three-dimensional grating. Atoms in a typical solid are separated by an angstrom or a few angstroms. This is much smaller than the wavelength of visible light, but X-rays have wavelengths of about this size. X-rays interact with crystals, then, in a way very similar to the way light interacts with a grating. 

X-ray diffraction is a very powerful tool used to study crystal structure. By examining the X-ray diffraction pattern, the type of crystal structure (i.e., the pattern in which the atoms are arranged) can be identified, and the spacing between atoms can be determined. 

The two diagrams below can help to understand how X-ray diffraction works. Each represents atoms arranged in a particular crystal structure. 
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Figure 12.11
You can think of the diffraction pattern like this. When X-rays come in at a particular angle, they reflect off the different planes of atoms as if they were plane mirrors. However, for a particular set of planes, the reflected waves interfere with each other. A reflected x-ray signal is only observed if the conditions are right for constructive interference. If d is the distance between planes, reflected X-rays are only observed under these conditions: 
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where θ is the angle between the normal to the plane and the incident (reflected) X-rays).
That's known as Bragg's law. The important thing to notice is that the angles at which you see reflected X-rays are related to the spacing between planes of atoms. By measuring the angles at which you see reflected X-rays, you can deduce the spacing between planes and determine the structure of the crystal. X-rays were discovered by Roentgen in 1895. For twenty years after this discovery the nature of X-rays was unknown. Only after their optical properties were found especially diffraction it was established that X-rays represent electromagnetic radiation. The wave length of X-rays is much less than the wavelength of the visible light. 

                                   Light:   λ = (0,40-0,76)·10-6 m;

X-rays:  λ ≈ (0,05-2,50)·10-10 m.

Thus                             
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That is why the energy of X-rays is relatively high. These rays pass through nontransparent bodies (paper, layers of metal, human body, etc.). 

   X-rays are produced when electrons from a heated filament are accelerated by a potential difference and strike a metal target. In 1912 German physicist Max von Laue discovered that a crystalline solids might form a natural three-dimensional grating for X-rays.
Formula of Wolf-Bragg

The main thing is that the interatomic space d of crystal is the order of X-rays wavelength
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That is why a crystal is a natural grating for X-rays.  One may say that atomic planes “reflect” X-rays (Fig.12.12). 
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Figure 12.12
  AB
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CD. The path length difference is equal to:
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where 
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 is called the angle of Bragg. 

The maximum of reflection will be observed on condition
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This is the Wolf - Bragg’s law. The reflections of crystal planes occur in directions according to 
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 only. The value of 
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 is usually known. The value of 
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 is measured experimentally. Thus the value of d can be calculated. X-ray diffraction is a powerful tool for studding the arrangements of atoms in crystals. X-ray analyses can solve a lot of problems:

- determination of crystal lattice and dimensions of unit cell;
- precise measurement of periods of unit cell;
- determination of composition of a probe.
Thin-film interference

Interference between light waves is the reason that thin films, such as soap bubbles, show colorful patterns. This is known as thin-film interference, because it is the interference of light waves reflecting off the top surface of a film with the waves reflecting from the bottom surface. To obtain a nice colored pattern, the thickness of the film has to be similar to the wavelength of light. 

An important consideration in determining whether these waves interfere constructively or destructively is the fact that whenever light reflects off a surface of higher index of refraction, the wave is inverted. Peaks become troughs, and troughs become peaks. This is referred to as a 180° phase shift in the wave, but the easiest way to think of it is as an effective shift in the wave by half a wavelength. 

Summarizing this, reflected waves experience a 180° phase shift (half a wavelength) when reflecting from a higher-n medium (n2 > n1), and no phase shift when reflecting from a medium of lower index of refraction (n2 < n1). 

For completely constructive interference to occur, the two reflected waves must be shifted by an integer multiple of wavelengths relative to one another. This relative shift includes any phase shifts introduced by reflections off a higher-n medium, as well as the extra distance traveled by the wave that goes down and back through the film. 

Note that one has to be very careful in dealing with the wavelength, because the wavelength depends on the index of refraction. Generally, in dealing with thin-film interference the key wavelength is the wavelength in the film itself. If the film has an index of refraction n, this wavelength is related to the wavelength in vacuum by
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A step-by step approach

Many people have trouble with thin-film interference problems. As usual, applying a systematic, step-by-step approach is best. The overall goal is to figure out the shift of the wave reflecting from one surface of the film relative to the wave that reflects off the other surface. Depending on the situation, this shift is set equal to the condition for constructive interference, or the condition for destructive interference. 
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Note that typical thin-film interference problems involve "normally-incident" light. The light rays are not drawn perpendicular to the interfaces on the diagram to make it easy to distinguish between the incident and reflected rays. In the discussion below it is assumed that the incident and reflected rays are perpendicular to the interfaces. 

A good method for analyzing a thin-film problem involves these steps: 

Step 1. Write down 
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a, the shift for the wave reflecting off the top surface of the film. 
This shift will either be 0, if 
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Step 2. Write down 
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b, the shift for the wave reflecting off the film's bottom surface. 

One contribution to this shift comes from the extra distance travelled. If the film thickness is t, this wave goes down and back through the film, so its path length is longer by 2t. The other contribution to this shift can be either 0 or 
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, depending on what happens when it reflects (this reflection occurs at point b on the diagram). 
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Step 3. Calculate the relative shift Δ by subtracting the individual shifts. 
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Step 4. Set the relative shift equal to the condition for constructive interference, or the condition for destructive interference, depending on the situation. If a certain film looks red in reflected light, for instance, that means we have constructive interference for red light. If the film is dark, the light must be interfering destructively. 
For constructive interference: 
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For destructive interference: 
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Step 5. Rearrange the equation (if necessary) to get all factors of 
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 on one side. 

Step 6. Remember that the wavelength in your equation is the wavelength in the film itself. Since the film is medium 2 in the diagram above, we can label it 
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. The wavelength in the film is related to the wavelength in vacuum by: 
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Step 7. Solve. Your equation should give you a relationship between t, the film thickness, and either the wavelength in vacuum or the wavelength in the film. 
A film of oil on water

Working through an example is a good way to see how the step-by-step approach is applied. In this case, white light in air shines on an oil film that floats on water. When looking straight down at the film, the reflected light is red, with a wavelength of 636 nm. What is the minimum possible thickness of the film? 
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Figure 12.14
Step 1. Because oil has a higher index of refraction than air, the wave reflecting off the top surface of the film is shifted by half a wavelength. 
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Step 2. Because water has a lower index of refraction than oil, the wave reflecting off the bottom surface of the film does not have a half-wavelength shift, but it does travel the extra distance of 2t. 
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Step 3. The relative shift is thus: 
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Step 4. Now, is this constructive interference or destructive interference? Because the film looks red, there is constructive interference taking place for the red light. 
For constructive interface: 
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Step 5. Moving all factors of the wavelength to the right side of the equation gives: 
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Note that this looks like an equation for destructive interference! It isn't, because we used the condition for constructive interference in step 4. It looks like a destructive interference equation only because one reflected wave experienced a λ/2 shift. 

Step 6. The wavelength in the equation above is the wavelength in the thin film. Writing the equation so this is obvious can be done in a couple of different ways: 
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 EMBED Equation.3  [image: image194.wmf]2
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Step 7. The equation can now be solved. In this situation, we are asked to find the minimum thickness of the film. This means choosing the minimum value of m, which in this case is m = 0. The question specified the wavelength of red light in vacuum, so: 
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This gives 
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This is not the only thickness that gives completely constructive interference for this wavelength. Others can be found by using m = 1, m = 2, etc. in the equation in step 6. 

If 106 nm gives constructive interference for red light, what about the other colors? They are not completely cancelled out, because 106 nm is not the right thickness to give completely destructive interference for any wavelength in the visible spectrum. The other colors do not reflect as intensely as red light, so the film looks red. 
Why is it the wavelength in the film itself that matters?

The light reflecting off the top surface of the film does not pass through the film at all, so how can it be the wavelength in the film that is important in thin-film interference? A diagram can help clarify this (Fig.12.15). The diagram looks a little complicated at first glance, but it really is straightforward once you understand what it shows. 
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Figure 12.15
Figure A shows a wave incident on a thin film. Each half wavelength has been numbered, so we can keep track of it. Note that the thickness of the film is exactly half the wavelength of the wave when it is in the film. 

Figure B shows the situation two periods later, after two complete wavelengths have encountered the film. Part of the wave is reflected off the top surface of the film; note that this reflected wave is flipped by 180°, so peaks are now troughs and troughs are now peaks. This is because the wave is reflecting off a higher-n medium. 

Another part of the wave reflects off the bottom surface of the film. This does not flip the wave, because the reflection is from a lower-n medium. When this wave goes into the first medium, it destructively interferes with the wave that reflects off the top surface. This occurs because the film thickness is exactly half the wavelength of the wave in the film. Because a half wavelength fits in the film, the peaks of one reflected wave line up precisely with the troughs of the other (and vice versa), so the waves cancel. Destructive interference would also occur with the film thickness being equal to 1 wavelength of the wave in the film, or 1.5 wavelengths, 2 wavelengths, etc. 

If the thickness was 1/4, 3/4, 5/4, etc. the wavelength in the film, constructive interference occurs. This is only true when one of the reflected waves experiences a half wavelength shift (because of the relative sizes of the refractive indices). If neither wave, or both waves, experiences a shift of [image: image199.png]A2



, there would be constructive interference whenever the film thickness was 0.5, 1, 1.5, 2, etc. wavelengths, and destructive interference if the film was 1/4, 3/4, 5/4, etc. of the wavelength in the film. 

One final philosophical note, to really make your head spin if it isn't already. In the diagram above we drew the two reflected waves and saw how they cancelled out. This means none of the wave energy is reflected back into the first medium. Where does it go? It must all be transmitted into the third medium (that's the whole point of a non-reflective coating, to transmit as much light as possible through a lens). So, even though we did the analysis by drawing the waves reflecting back, in some sense they really don't reflect back at all, because all the light ends up in medium 3. 
Non-reflective coatings

Destructive interference is exploited in making non-reflective coatings for lenses. The coating material generally has an index of refraction less than that of glass, so both reflected waves have a λ/2 shift. A film thickness of 1/4 the wavelength in the film results in destructive interference (this is derived below) 
For non-reflective coatings in a case like this, where the index of refraction of the coating is between the other two indices of refraction, the minimum film thickness can be found by applying the step-by-step approach: 
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 ,    n is the refractive index of the coating.
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Figure 12.16
Lecture 13. Polarization of Light

To talk about the polarization of an electromagnetic wave, it's easiest to look at polarized light. Just remember that whatever applies to light generally applies to other forms of electromagnetic waves, too. So, what is meant by polarized light? It's light in which there's a preferred direction for the electric and magnetic field vectors in the wave. In unpolarized light, there is no preferred direction: the waves come in with electric and magnetic field vectors in random directions. In linearly polarized light, the electric field vectors are all along one line (and so are the magnetic field vectors, because they're perpendicular to the electric field vectors). Most light sources emit unpolarized light, but there are several ways light can be polarized. 

One way to polarize light is by reflection. Light reflecting off a surface will tend to be polarized, with the direction of polarization (the way the electric field vectors point) being parallel to the plane of the interface. 

Another way to polarize light is by selectively absorbing light with electric field vectors pointing in a particular direction. Certain materials, known as dichroic materials, do this, absorbing light polarized one way but not absorbing light polarized perpendicular to that direction. If the material is thick enough to absorb all the light polarized in one direction, the light emerging from the material will be linearly polarized. Polarizers (such as the lenses of polarizing sunglasses) are made from this kind of material. 

If unpolarized light passes through a polarizer, the intensity of the transmitted light will be 1/2 of what it was coming in. If linearly polarized light passes through a polarizer, the intensity of the light transmitted is given by Malus' law
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where θ is the angle between the direction of polarization of the incident light and the polarization axis of the polarizer.
A third way to polarize light is by scattering. Light scattering off atoms and molecules in the atmosphere is unpolarized if the light keeps traveling in the same direction, is linearly polarized if at scatters in a direction perpendicular to the way it was traveling, and somewhere between linearly polarized and unpolarized if it scatters of at another angle. 

There are plenty of materials that affect the polarization of light. Certain materials (such as calcite) exhibit a property known as birefringence. A crystal of birefringent material affects light polarized in a particular direction differently from light polarized at 90 degrees to that direction; it refracts light polarized one way at a different angle than it refracts light polarized the other way. Looking through a birefringent crystal at something, you'd see a double image. 

Liquid crystal displays, such as those in digital watches and calculators, also exploit the properties of polarized light. 
Polarization by reflection

One way to polarize light is by reflection. If a beam of light strikes an interface so that there is a 90° angle between the reflected and refracted beams, the reflected beam will be linearly polarized. The direction of polarization (the way the electric field vectors point) is parallel to the plane of the interface. 

The special angle of incidence that satisfies this condition, where the reflected and refracted beams are perpendicular to each other, is known as the Brewster angle. The Brewster angle, the angle of incidence required to produce a linearly-polarized reflected beam, is given by
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This expression can be derived using Snell's law, and the law of reflection. The diagram below shows some of the geometry involved. 
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Figure 13.1

Using Snell's law we obtain
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This gives the Brewster relationship
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Light is a transverse wave. The directions of the oscillations electric and magnetic vectors being at right angles to the direction of propagation (Fig. 13.2).
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Figure 13.2
 However light is emitted by an enormous number of atoms. That is why the plane of oscillations of 
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-vector is not kept the same in space. The orientations of this vector as well as 
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are arbitrary (Fig. 13.3).
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Figure 13.3
Light wave is moving toward the observer. This is so called natural light. Vectors of 
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are not shown. If there is an interaction of light and substance the effect of polarization takes place. A plane-polarized wave is shown in Fig. 13.4.
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Figure 13.4
One may say that the plane of oscillations of 
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- vector is regulated. Thus if location of the oscillation plane is constant the light is called plane–polarized. There are three ways of producing a polarized light:
1) polarization by transmission of light through anisotropic substances; 

2) reflection of light;

3) refraction of light.

A tourmaline crystal, quartz, Iceland spar are used usually in order to turn natural light into polarized. The reason of this effect is that these crystals is said to be optically anisotropic. A substances are called optical anisotropic if its optical properties vary in different directions. The scheme of device for investigation of polarized light shown in Fig.     :
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Figure 13.5
The first crystal (polarizer) is used for polarization of natural light. The second one (analyzer) is used for investigation of polarized light. The analyzer and polarizer are the same crystals. If analyzer rotate about the direction of light beam the transmitted intensity changes.

Now the thin sheet of polarized material is used. It is called polaroid. Polaroid consists of dichroic crystal herapatite (guinine sulfide periodide), that is in the thin film of celluloid. 

The scattering of light in the atmosphere

The way light scatters off molecules in the atmosphere explains why the sky is blue and why the sun looks red at sunrise and sunset. In a nutshell, it's because the molecules scatter light at the blue end of the visible spectrum much more than light at the red end of the visible spectrum. This is because the scattering of light (i.e., the probability that light will interact with molecules when it passes through the atmosphere) is inversely proportional to the wavelength to the fourth power. 
Scattering of light by molecules in the atmosphere is proportional to 
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. Violet light, with a wavelength of about 400 nm, is almost 10 times as likely to be scattered than red light, which has a wavelength of about 700 nm. At noon, when the Sun is high in the sky, light from the Sun passes through a relatively thin layer of atmosphere, so only a small fraction of the light will be scattered. The Sun looks yellow-white because all the colors are represented almost equally. At sunrise or sunset, on the other hand, light from the Sun has to pass through much more atmosphere to reach our eyes. Along the way, most of the light towards the blue end of the spectrum is scattered in other directions, but much less of the light towards the red end of the spectrum is scattered, making the Sun appear to be orange or red. 

So why is the sky blue? Again, let's look at it when the Sun is high in the sky. Some of the light from the Sun traveling towards other parts of the Earth is scattered towards us by the molecules in the atmosphere. Most of this scattered light is light from the blue end of the spectrum, so the sky appears blue. 

Why can't this same argument be applied to clouds? Why do they look white, and not blue? It's because of the size of the water droplets in clouds. The droplets are much larger than the molecules in the atmosphere, and they scatter light of all colors equally. This makes them look white. 
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Figure 13.7
Lecture 14. Fundamentals of quantum Optics

Electrons, photons, and the photo-electric effect

We're now starting to talk about quantum mechanics, the physics of the very small particles.
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Figure 14.1- The spectrum of radiation emitted by a blackbody at different temperatures
At the end of the 19th century one of the most intriguing puzzles in physics involved the spectrum of radiation emitted by a hot object. Specifically, the emitter was assumed to be a blackbody, a perfect radiator. The hotter a blackbody is, the more the peak in the spectrum of emitted radiation shifts to shorter wavelength. Nobody could explain why there was a peak in the distribution at all, however; the theory at the time predicted that for a blackbody, the intensity of radiation just kept increasing as the wavelength decreased. This was known as the ultraviolet catastrophe, because the theory predicted that an infinite amount of energy was emitted by a radiating object. 

Clearly, this prediction was in conflict with the idea of conservation of energy, not to mention being in serious disagreement with experimental observation. No one could account for the discrepancy, however, until Max Planck came up with the idea that a blackbody was made up of a whole bunch of oscillating atoms, and that the energy of each oscillating atom was quantized. That last point is the key: the energy of the atoms could only take on discrete values, and these values depended on the frequency of the oscillation. 

Planck's prediction of the energy of an oscillating atom
                          E = nhν (n = 0, 1, 2, 3 ...) 
where ν is the frequency, n is an integer, and h is a constant known as Planck's constant (h= 6.63 10-34 Js). This constant shows up in many different areas of quantum mechanics. 
The spectra predicted for a radiating blackbody made up of these oscillating atoms agrees very well with experimentally-determined spectra. 

Planck's idea of discrete energy levels led Einstein to the idea that electromagnetic waves have a particle nature. When Planck's oscillating atoms lose energy, they can do so only by making a jump down to a lower energy level. The energy lost by the atoms is given off as an electromagnetic wave. Because the energy levels of the oscillating atoms are separated by hν, the energy carried off by the electromagnetic wave must be hν. 
The photoelectric effect

Einstein won the Nobel Prize for Physics not for his work on relativity, but for explaining the photoelectric effect. He proposed that light is made up of packets of energy called photons. Photons have no mass, but they have momentum and they have an energy given by
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The photoelectric effect works like this. If you shine light of high enough energy on to a metal, electrons will be emitted from the metal. Light below a certain threshold frequency, no matter how intense, will not cause any electrons to be emitted. Light above the threshold frequency, even if it's not very intense, will always cause electrons to be emitted. 

The explanation for the photoelectric effect goes like this: it is necessary a certain energy to eject an electron from a metal surface. This energy is known as the work function (Φ), which depends on the kind of metal. Electrons can gain energy by interacting with photons. If a photon has an energy at least as big as the work function, the photon energy can be transferred to the electron and the electron will have enough energy to escape from the metal. A photon with an energy less than the work function will never be able to eject electrons. 

Before Einstein's explanation, the photoelectric effect was a real mystery. Scientists couldn't really understand why low-frequency high-intensity light would not cause electrons to be emitted, while higher-frequency low-intensity light would. Knowing that light consists from photons, it's easy to explain now. It's not the total amount of energy (i.e., the intensity) that's important, but the energy per photon. 

When light of frequency ν is incident on a metal surface that has a work function Φ, the maximum kinetic energy of the emitted electrons is given by: 
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Note that this is the maximum possible kinetic energy because Φ is the minimum energy necessary to liberate an electron. The threshold frequency, the minimum frequency the photons can have to produce the emission of electrons, is when the photon energy is just equal to the work function: 
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Absorption of optical radiation in matter is often accompanied by electric phenomena which are called photoelectric eject. It is subdivided into:

a)  external photoeffect, when the absorption of light leads to liberation of electrons beyond the irradiated body; 

b) internal photoeffect, when the number of free electrons increases inside the matter, but they do not escape to the outside. 

c) photovoltaic effect, when under action of radiation an electromotive force originates at the border of a border of a semiconductor and metal or at the border of two semiconductors; 

d) photoeffect in gaseous medium, which represents the ionization of separate molecules or atoms.

External photoeffect. Zone plate, which is connected with a negatively charged electroscope is illuminated. The external photoeffect was discovered by Hertz in 1887, and war investigated in detail in 1887 by Stoletov who first began to study the photoeffect at low voltages and devised a convenient measured diagram which is still used weak photocurrents. A polished metal plate K, called photocathode is connected with negative pole of the battery. Its positive pole is connected through the galvanometer with wire gauze M which is located in front of the plate. 

When the plate K was illuminated a constant photocurrent appeared in the circuit which was measured by the galvanometer. Next figure presents volt-ampere characteristics of the photocurrent - the dependence of the photocurrent intensity I on the potential difference U between electrodes at an invariable value of the radiant flux 
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Figure 14.2

It will be seen from the graph that at a very small value of U>0 the photocurrent intensity reaches a maximum value and then remains constant at any value of U. This means that the electrons which are removed by light from the photocathode reach the anode. This current is called saturation curent.

Stoletov established a law: saturation photocurrent is directly proportional to the radiant flux
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When the value 
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changes the spectral composition of the radiant flux must be invariable. The volt-ampere characteristic of photocurrent shows that in the absence of voltage between the electrodes the photocurrent intensity is not zero. Hence, the electrons dislodged by light from the cathode have a certain initial velocity υ, and consequently, kinetic energy 
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 and can reach the anode without assistance of external field, giving initial current. In order to weaken or cut off this current it is necessary to superimpose a field on the electrodes which would hinder the movement of photoelectrons. For this purpose it is necessary to make U<0. Light penetrates deeply into the emitter and dislodges electrons which come to the surface with different speeds on account of random impacts.

By selecting a potential difference 
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 where the photocurrent would become zero, it is possible to assert that all electrons, even the quickest, are detained by the braking field. Consequently, we can write
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It is possible to establish of value 
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 with the frequency of light. The maximum kinetic energy of photoelectrons increases linearly with the frequency of incident light and does not depend on its intensity. On the basis of Planck’s quanta hypothesis Einstein advanced in 1905 a new explanation of photoelectric phenomena. He expounded that light of frequency 
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not only radiates, but distributes as well and is absorbed by individual photons, each of them having an energy which is equal to 
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From this point of view the intensity of light is determinate by the number of photons which fall in unit time on unit surface. While the energy of each photon is determined only by the frequency of light.

If the photoelectron finds no inelastic collisions on its way to the surface of the metal, or if the photon interacts with the surface electron, then in leaving the metal the photoelectron has a maximum kinetic energy.
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where Φ is work function. Parallel lines with a slope that equal to the Planck’s constant h are formed different metals.

Internal Photoeffect

During irradiation of certain semiconductors or dielectrics the liberated electrons do not come to the surface, but passing into the free state inside these bodies increase their electrical conductivity.

In illuminating the semiconductor under investigation, which is connected through metal electrodes K with galvanometer G and the voltage source, current can be observed. No sooner the illumination is stopped the current drops to negative value which is called dark current. Photocells with internal photoeffect are called photoresistors.

The Compton effect

When X-rays are scattered with a substance Compton’s effect is observed. This effect consists in an increase of wavelength in comparison with wavelength of incident beam.  Compton’s experimental arrangement is shown in the Fig.14.3:
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Figure 14.3
Ψ is the angle of scattering. Crystal analyzer is used in order to measure the wavelength of the X-ray radiation.

It was found that 
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 is called Compton’s shift.

The main laws of the effect are the following:

1. The Compton’s effect is more powerful, the more is the angle of scattering Ψ the less is the mass of the atom. Compton was able to explain these experimental results by postulating that collisions between photon and electron occur. Electrons of substance were assumed to be initially at rest and essentially free. The scheme of the interactions is shown in Fig.14.4.
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Figure 14.4

The energy of the X-ray quantum hν decreases as a result of a collision of photon with electron. Thus for a photon: 
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Two basic laws are realized during these collisions. The law of the energy conservation:
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Where h
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 is the energy of the scattered photon, h
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 is the energy of photon.
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is the energy of the electron that is moving. The law of the impulse conservation
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In this way we obtain the set of equations:
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It is possible to get the basic equation proceeding from these two laws: 
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where 
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 is the Compton’s wavelength of electron. This equation corresponds to the experimental data. After this work Compton was awarded a Nobel Prize in 1927.

Wave-particle duality

To explain some aspects of light behavior, such as interference and diffraction, you treat it as a wave, and to explain other aspects you treat light as being made up of particles. Light exhibits wave-particle duality, because it exhibits properties of both waves and particles. 

Wave-particle duality is not confined to light, however. Everything exhibits wave-particle duality, everything from electrons to baseballs. The behavior of relatively large objects, like baseballs, is dominated by their particle nature; to explain the behavior of very small things like electrons, both the wave properties and particle properties have to be considered. Electrons, for example, exhibit the same kind of interference pattern as light does when they're incident on a double slit. 
The de Broglie wavelength

In 1923, Louis de Broglie predicted that since light exhibited both wave and particle behavior, particles should also. He proposed that all particles have a wavelength given by: 
                              De Broglie wavelengh
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Note that this is the same equation that applies to photons. De Broglie's prediction was shown to be true when beams of electrons and neutrons were directed at crystals and diffraction patterns were seen. This is evidence of the wave properties of these particles. 

Everything has a wavelength, but the wave properties of matter are only observable for very small objects. If you work out the wavelength of a moving baseball, for instance, you will find that the wavelength is far too small to be observable. 
What is a particle wave?

The probability of finding a particle at a particular location, then, is related to the wave associated with the particle. The larger the amplitude of the wave at a particular point, the larger the probability that the electron will be found there. Similarly, the smaller the amplitude the smaller the probability. In fact, the probability is proportional to the square of the amplitude of the wave. 
Quantum mechanics

All these ideas, that for very small particles both particle and wave properties are important, and that particle energies are quantized, only taking on discrete values, are the cornerstones of quantum mechanics. In quantum mechanics we often talk about the wave function ψ of a particle; the wave function is the wave discussed above, with the probability of finding the particle in a particular location being proportional to the square of the amplitude of the wave function. 

Lecture 15. Understanding the atom
Rutherford scattering

Let's focus on the atom, starting from a historical perspective. Ernest Rutherford did a wonderful experiment in which he fired alpha particles (basically helium nuclei) at a very thin gold foil. He got a rather surprising result: rather than all the particle passing straight through the foil, many were scattered off at large angles, some even coming straight back. This was inconsistent with the plum-pudding model of the atom, in which the atom was viewed as tiny electrons embedded in a dispersed pudding of positive charge. Rutherford proposed that the positive charge must really be localized, concentrated in a small nucleus. 

This led to the planetary model of the atom, with electrons orbiting the nucleus like planets orbiting the Sun. 
Line spectra

If the atom looked like a solar system, how could line spectra be explained? Line spectra are what you get when you excite gases with a high voltage. Gases emit light at only a few sharply-defined frequencies, and the frequencies are different for different gases. These emission spectra, then, are made up of a few well-defined lines. 

Gases will also selectively absorb light at these same frequencies. You can see this if you expose a gas to a continuous spectrum of light. The absorption spectra will be very similar to a continuous spectrum, except for a few dark lines corresponding to the frequencies absorbed by the gas. 
The Bohr model

The Bohr model is a planetary model of the atom that explains things like line spectra. Neils Bohr proposed that the electrons orbiting the atom could only occupy certain orbits in which the angular momentum satisfied a particular equation 
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where m is the mass of the electron, r is the radius of the orbit, and υ is the orbital speed of the electron. In other words, Bohr was proposing that the angular momentum of an electron in an atom is quantized. 

What does quantization of the angular momentum mean for the energy of the electron in a particular orbit? We can analyze the energy very simply using concepts of circular motion and the potential energy associated with two charges. The electron has a charge of -e, while the nucleus has a charge of +Ze, where Z is the atomic number of the element. The energy is then given by: 
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The electron is experiencing uniform circular motion, with the only force on it being the attractive force between the negative electron and the positive nucleus. Thus: 
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so
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Plugging this back into the energy equation gives: 
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If you rearrange the angular momentum equation to solve for the velocity, and then plug that back into the equation 
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and solve that for r, you get: 
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This can now be substituted into the energy equation, giving the total energy of the n-th level 
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Energy level diagrams and the hydrogen atom

It's often helpful to draw a diagram showing the energy levels for the particular element you're interested in. Hydrogen's easy to deal with because there's only one electron to worry about. 

The n = 1 state is known as the ground state, while higher n states are known as excited states. If the electron in the atom makes a transition from a particular state to a lower state, it is losing energy. To conserve energy, a photon with an energy equal to the energy difference between the states will be emitted by the atom. In the hydrogen atom, with Z = 1, the energy of the emitted photon can be found using: 
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where nf is the n of the final state and ni is the n of the initial state.
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Figure 15.1
Atoms can also absorb photons. If a photon with an energy equal to the energy difference between two levels is incident on an atom, the photon can be absorbed, raising the electron up to the higher level. 
Angular momentum

Bohr's model of the atom was based on the idea the angular momentum is quantized and quantized in a particular way. De Broglie came up with an explanation for why the angular momentum might be quantized in this way de Broglie realized that if you use the wavelength associated with the electron, and only allow for standing waves to exist in any orbit (in other words, the circumference of the orbit has to be an integral number of wavelengths), then you arrive at the same relationship for the angular momentum that Bohr got. 

The derivation works like this, starting from the idea that the circumference of the circular orbit must be an integral number of wavelengths: 
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Taking the wavelength to be the de Broglie wavelength, this becomes 
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so 
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The momentum p is simply mυ as long as we're talking about non-relativistic speeds, so this becomes: 
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Rearranging this a little, and recognizing that the angular momentum for a point mass is simply L = mυr, gives the Bohr relationship: 
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Heisenberg uncertainty principle

The uncertainty principle is a rather interesting idea, stating that it is not possible to measure both the position and momentum of a particle with infinite precision. It also states that the more accurately you measure a particle's position, the less accurately you're able to measure it's momentum, and vice versa. 

This idea is really not relevant when you're making measurements of large objects. It is relevant, however, when you're looking at very small objects such as electrons. Consider that you're trying to measure the position of an electron. To do so, you bounce photons off the electron; by figuring out the time it takes for each photon to come back to you, you can figure out where the electron is. The more photons you use, the more precisely you can measure the electron's position. 

However, each time a photon bounces off the electron, momentum is transferred to the electron. The more photons you use, the more momentum is transferred, and because you can't measure that momentum transferred to infinite precision the more uncertainty you're introducing in the measurement of the momentum of the electron. 

Heisenberg showed that there is a limit to the accuracy you can measure things 
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where Δy is the uncertainly in the measured position, and Δp is the uncertainly in the momentum.

The uncertainty can also be stated in terms of the energy of a particle in a particular state, and the time in which the particle is in that state: 
                                                   
[image: image269.wmf]2

h

Et

p

DD³

,                                    (15.16)
where Δt is the time interval during which the particle is in state with energy E.

Quantum numbers

The Bohr model of the atom involves a single quantum number, the integer n that appears in the expression for the energy of an electron in an orbit. This picture of electrons orbiting a nucleus in well-defined orbits, the way planets orbit the Sun, is not our modern view of the atom. We now picture the nucleus surrounded by electron clouds, so the orbits are not at all well-defined; we still find the Bohr theory to be useful, however, because it gives the right answer for the energy of the electron orbits. 

The Bohr model uses one quantum number, but a full quantum mechanical treatment requires four quantum numbers to characterize the electron orbits. These are known as the principal quantum number, the orbital quantum number, the magnetic quantum number, and the spin quantum number. These are all associated with particular physical properties. 

- The principal quantum number n is associated with the total energy, the same way it is in the Bohr model. In fact, calculating the energy from the quantum mechanical wave function gives the expression Bohr derived for the energy 
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- the orbital quantum number l, is connected to the total angular momentum of the electron. This quantum number is an integer less than n, and the total angular momentum of the electron can be calculated using 
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- the magnetic quantum number ml, is related to one particular component of the angular momentum. By convention, we call this the z-component. The energy of any orbital depends on the magnetic quantum number only when the atom is in an external magnetic field. This quantum number is also an integer; it can be positive or negative, but it has a magnitude less than or equal to the orbital quantum number. The z-component of the electron's angular momentum is given by
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The spin quantum number ms is related to something called the spin angular momentum of the electron. The closest analogy is that it's similar to the Earth spinning on its axis. There are only two possible states for this quantum number, often referred to as spin up and spin down
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What's the use of having all these quantum numbers? We need all four to completely describe the state an electron occupies in the atom. 
Electron probability density clouds

A very important difference between the Bohr model and the full quantum mechanical treatment of the atom is that Bohr proposed that the electrons were found in very well-defined circular orbits around the nucleus, while the quantum mechanical picture of the atom has the electron essentially spread out into a cloud. We call this a probability density cloud, because the density of the cloud tells us what the probability is of finding the electron at a particular distance from the nucleus. 

In quantum mechanics, something called a wave function is associated with each electron state in an atom. The probability of finding an electron at a particular distance from the nucleus is related to the square of the wave function, so these electron probability density clouds are basically three-dimensional pictures of the square of the wave function. 
The Pauli exclusion principle

If you've got a hydrogen atom, with only a single electron, it's very easy to determine the possible states that electron can occupy. A particular state means one particular combination of the 4 quantum numbers; there are an infinite number of states available, but the electron is more likely to occupy a low-energy state (i.e., a low n state) than a higher-energy (higher n) state. 

What happens for other elements, when there is more than one electron to worry about? Can all the electrons be found in one state, the ground state, for example? It turns out that this is forbidden: the Pauli exclusion principle states that no two electrons can occupy the same state. In other words, no two electrons can have the same set of 4 quantum numbers. 
Shells and subshells

As usual, for historical reasons we have more than one way to characterize an electron state in an atom. We can do it using the 4 quantum numbers, or we can use the notion of shells and subshells. A shell consists of all those states with the same value of n, the principal quantum number. A subshell groups all the states within one shell with the same value of l, the orbital quantum number. 

The subshells are usually referred to by letters, rather than by the corresponding value of the orbital quantum number. The letters s, p, d, f, g, and h stand for values of 0, 1, 2, 3, 4 and 5, respectively. Using these letters allows us to use a shorthand to denote how many electrons are in a subshell; this is useful for specifying the ground state (lowest energy state) of a particular atom. 

The ground state configuration for oxygen, for instance, can be written as Oxygen – 1s22s22p4 .
This means that the lowest energy configuration of oxygen, with 8 electrons, is to have two electrons in the n=1 s-subshell, two in the n=2 s-subshell, and four in the n=2 p-subshell. 

The periodic table

When Mendeleev organized the elements into the periodic table, he knew nothing about quantum numbers and subshells. The way the elements are organized in the periodic table, however, is directly related to how the electrons fill the levels in the different shells. 

Different columns of the periodic table group elements with similar properties; they have similar properties because of the similarities between their ground state electron configurations. The noble gases (He, Ne, Ar, etc.) are all in the right-most column of the periodic table. Their ground state configurations have no partially filled subshells; having a complete subshell is favorable from the standpoint of minimizing energy so these elements do not react readily. 

On the other hand, the column next to the noble gases is the halogens; these are one electron short of having completely-filled subshells, so if they can share an electron from another element they're happy to do so. They react readily with elements whose ground state configurations have a single electron in one subshell like the alkali metals (Li, Na, K, etc.). 

LECTURE 16. Laws of Black Body Radiation

Thermal radiation is electromagnetic radiation which is excited by the thermal motion of atoms and molecules. Thermal radiation is characteristic of all bodies at temperatures above absolute zero.

If a heated body is placed in cavity, which is limited by a completely reflecting radiation shell, then in due time a statistical equilibrium will set in: the body will receive in unit time the same amount of energy as it has itself emitted. In this case the distribution of energy between the body and radiation will not vary with time. This will be equilibrium thermal radiation.

The following phenomena can be observed when radiant flux 
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 falls on the surface of a given body:

a)    a part of the flux is reflected back into surrounding space;
b) a part of the flux will pass through the body;
c)    the rest of the flux will be absorbed by the body and its energy will transform into other kinds of energy.

The magnitude 
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 which is equal to the ratio of radiant flux 
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 that falls on it is called transmission factor
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The magnitude 
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 which is equal to the ratio of radiant flux
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, absorbed by the body, to the radiant flux that is incident on it is called absorption coefficient of the body
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Experiments show that absorption coefficient of the body depend on the wavelength of incident radiation and on the body’s temperature

                                            
[image: image282.wmf])

,

(

T

f

l

a

=

,                                             (16.3) 
                                           
[image: image283.wmf])

,

(

T

F

l

r

=

                                               (16.4)
A body that absorbs completely all incident radiations of any wave-length and at any temperature is called ideal black body. Its absorptions for all wavelengths at any temperature is equal to unity
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It is possible to create a body whose properties will practically not differ from an ideal black body. This is effected as an enclosure with a small opening. A ray that enters this enclosure can emerge from it only after multiple reflections.

There are bodies whose absorption coefficient do not depend on the wave-length, but in magnitude is less than unity. Such bodies are called “grey” bodies.

Let us now examine radiation of different bodies. Heated bodies emit energy as electromagnetic waves of different length. The magnitude R which is determined by the amount of energy of the radiation of all wavelengths emitted from one 
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 of a body’s surface for one second is called resultant energy density.

Experiment shows that radiation energy is distributed nonuniformly between all wavelengths which are emitted by a heated body. Let us find energies dR for equally narrow regions of the spectrum with a width dλ.

Plotting on the axis of ordinates
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we obtain an idea of energy distribution by wavelengths in the form of a smooth curve.
The magnitude 
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 is called spectral density of the body and is a function of energy distribution along the spectrum. It represents radiation power from one square meter of the body’s surface per unit interval of spectrum wavelengths near the given wave λ. Measurements show that the spectral density for the given body depends both on the wavelength λ, near which the interval dλ is taken, and on the temperature of the body T.

Evidently, the resultant energy density of the body R is connected with the spectral density by the relationship
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and is graphically expressed by the area between the curve 
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In the middle of the last century Kirchhoff, a German physicist, established the following law on the basis of numerous experiments of thermodynamics: “The ratio of the emissive power of any body to its absorption at the same temperature is constant. The ratio depends only on the wavelength and temperature.”

Thus, Kirchhoff’s law can be expressed by the equation

                             
[image: image291.wmf])

,

(

)

(

...

)

(

)

(

,

,

,

,

,

,

T

f

r

r

r

T

T

T

T

T

T

l

a

a

a

a

l

l

l

a

l

=

=

=

=

,            (16.7)
Let us assume that one these bodies is perfectly black. We denote its spectral density by 
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Hence, Kirchhoff’s universal function 
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The ratio of the emissive power of any body to its absorptive power for the same wavelength radiation at the same temperature is constant and is equal to the emissive power of a perfectly black body at that temperature.

The spectral density of a black body is a universal function of the wavelength and temperature. This means that the spectral composition and the radiation energy of a black body do not depend on its nature.

Stephan-Boltzman Law: “The total energy emitted from unit area of a black body per second is proportional to the fourth power of its absolute temperature”
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Here R is the resultant energy density of a black body. The constant
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, called Stephan-Bolzmann constant is equal to 
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If a black body is surrounded by a medium with temperature 
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, then it will absorb the energy that the medium itself emits. In such case the difference between the power of emitted and absorbed radiations can be approximatly expressed by the formula
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Wien’s Displacement Law . The wavelength 
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corresponding to the maximum spectral density of black body radiation is inversely proportional to the absolute temperature of the body
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The constant 
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, called constant of Wien’s law, is equal to 
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 cm·K. Fig. (16.12) shows empirical distribution curves of radiation energy of a black body by wavelengths at different temperatures: they show that a maximum spectral density at a temperature rise shifts in the direction of short waves.

Plank’s Law. The Stephan-Boltzman Law allows determining the resultant energy density of a black body from its temperature. The Displacement Law connects the temperature of a body with the wave-length with a maximum spectral density. But neither of these laws solves the basic problem of how great is the spectral density per wave-length in the spectrum of black body at the temperature T. For this it is necessary to ascertain the functional dependence of  U on 
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 and T.

Based on the concept of the continuous nature of emission of electromagnetic waves and on the principle of equipartition of energy, two formula were derived for the spectral density of a black body: 

a)  Wien’s formula
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where a and b are constant;

b) Rayleigh-Jeans formula
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It follows from this formula that at given temperature T the value 
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 increases infinitely as the wave-length decreased. The entire radiation energy displaces into the ultraviolet region of the spectrum. Experiments show that 
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 passes through the maximum and tends to zero at very short waves. This difference between Rayleigh-Jeans formula and experimental results was a hard blow to classical physics and is known as the “ultraviolet catastrophe”.

Hence, classical physics was unable to explain the law of energy distribution in the radiation spectrum of black body.

In order to determine the function 
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 it became necessary to find completely new ideas of mechanism of light emission. In 1900 Planck advanced a hypothesis that absorption and emission of energy of electromagnetic radiation by atoms and molecules is possible only in separate “portions”, which are known as energy quanta. The magnitude of energy quantum 
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 is proportional to the frequency of radiation 
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(inversely proportional to wavelength λ).
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The proportionally factor 
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Joule·s is called Planck’s constant. On the basis of this assumption Planck derived the following formula for 
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Stephan-Boltzman law and Wein’s displacement Law have been derived as particular cases of Planck’s law. Indeed, for resultant energy density we can write
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Calculations from this formula give a result which corresponds to the experimental value of 
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Wien’s displacement law and its constant can be derived from Planck’s formula by finding the maximum of function 
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, for which purpose the derivative 
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 with respect to 
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 is calculated and equated to zero.

The calculation leads to the formula
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which represents Wien’s law. In this case Wien’s constant 
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 is equal to
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